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Assessing AI Safety and Alignment Is Critical 



Amazon, Anthropic, Google, Inflection, Meta, Microsoft, 
and OpenAI commit to:

● internal and external security testing of their AI 
systems before their release 

● investing in cybersecurity and insider threat 
safeguards to protect proprietary and unreleased 
model weights 

● facilitating third-party discovery and reporting of 
vulnerabilities in their AI systems
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Goal: Provide the first comprehensive 
trustworthiness evaluation platform for LLMs

● Performance of LLMs on existing benchmarks 
● Resilience of the models in adversarial/

challenging environments (adv. system/user 
prompts, demonstrations etc) 

● Cover eight trustworthiness perspectives 

DecodingTrust: Comprehensive Trustworthiness Evaluation Platform for LLMs
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DecodingTrust Scores (higher the better) of GPT Models

• No model will dominate others on the eight trustworthiness perspectives 
• There are tradeoffs among different perspectives
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• Findings: 
Compared to LLMs without instruction tuning or RLHF (e.g., GPT-3 (Davinci)), GPT-3.5 and GPT-4 have 
significantly reduced toxicity in the generation 
Both GPT-3.5 and GPT-4 generate toxic content with carefully designed adversarial ``jailbreaking'' prompts, 
with toxicity probability surging to almost 100% 
GPT-4 is more likely to follow the instructions of ``jailbreaking'' system prompts, and thus demonstrates higher 
toxicity than GPT-3.5

Trustworthiness of Large Language Models (DecodingTrust): Toxicity
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Trustworthiness of Large Language Models (DecodingTrust): Toxicity

DecodingTrust Scores on Toxicity for LLMs (higher the better)
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•Findings: 
GPT-4 surpasses GPT-3.5 on the standard AdvGLUE benchmark, demonstrating higher robustness 
GPT-4 is more resistant to human-crafted adversarial texts compared to GPT-3.5 
GPT models, despite their strong performance on standard benchmarks, are still vulnerable to our adversarial 
attacks generated based on the Alpaca-7B model (e.g., SemAttack achieves 89.2% attack success rate on 
GPT-4), demonstrating high adversarial transferability

Trustworthiness of Large Language Models (DecodingTrust): Adversarial Robustness
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Trustworthiness of Large Language Models (DecodingTrust): Privacy

• Findings: 
GPT models can leak privacy-sensitive training data, such as email addresses 
Under few-shot prompting, with supplementary knowledge, the email extraction accuracy can be 100x higher
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• Findings:

Trustworthiness of Large Language Models (DecodingTrust): Privacy

GPT models show different capabilities in understanding different privacy-related words or privacy events. For 
instance, GPT-4 will leak private information when told “confidentially”, but will not when told “in confidence”
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• Findings:

Trustworthiness of Large Language Models (DecodingTrust): Privacy

GPT models can leak private information such as personally identifiable information (PII) in the chat history

GPT models show different capabilities in understanding different privacy-related words or privacy events. For 
instance, GPT-4 will leak private information when told “confidentially”, but will not when told “in confidence”

Overall, GPT-4 is more robust than GPT-3.5 in safeguarding PII, and both models are resilient to specific types of 
PII, such as Social Security Numbers (SSN), possibly due to the explicit instruction tuning

GPT models protect digit sequences better than character sequences



Platforms of Trustworthy ML In Different Domains
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safebench.github.io Autonomous Driving

A Unified 
Platform for 
Safety-critical 
Scenario 
Generation for 
Autonomous 
Vehicles

A Unified Framework 
for Certifying 
Robustness of 
Reinforcement 
Learning

Reinforcement Learningcrop-leaderboard.github.io 
copa-leaderboard.github.io 

unifedbenchmark.github.io Federated Learning

A Unified 
platform for 
Federated 
Learning 
Frameworks

adversarialglue.github.io Natural Language Processing

The adversarial 
GLUE 
Benchmark

sokcertifiedrobustness.github.io Certified Robustness

A Unified 
Toolbox for 
certifying DNNs

SOK: Certified robustness for DNNs

github.com/hendrycks/
jiminy-cricket AI Ethics

A Unified Environment 
to Evaluate whether 
Agents Act Morally 
while Maximizing 
Rewards

Jimmy Cricket

Thank You!decodingtrust.github.io Trustworthy LLMs

A Unified 
Platform for 
Trustworthiness 
Evaluations for 
language models

datalens.github.io Privacy

A Platform for 
Generating 
Differentially 
Private Data

DataLens

https://safebench.github.io/
https://copa-leaderboard.github.io/
https://crop-leaderboard.github.io/
http://unifedbenchmark.github.io
https://adversarialglue.github.io/
https://sokcertifiedrobustness.github.io/leaderboard/
https://github.com/hendrycks/jiminy-cricket
https://github.com/hendrycks/jiminy-cricket
https://decodingtrust.github.io/
https://github.com/AI-secure/DataLens

